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R E - E N V I S I O N I N G  E T H I C S :  
FROM MORAL MACHINE TO EXTENSIVE REGULATION

WENDELL WALLACH

ONTOLOGICAL QUESTION!

neither machines nor humans

HAVE WE BEEN UNDERESTIMATING THE SOCIO-TECHNICAL CHALLENGES POSED BY RO(BOT)S – PHYSICAL SYSTEMS AND VIRTUAL BOTS? 

FOSTER
collective problem 

solving!!!

We will not produce AI systems capable of 
making even satisfactory choices in complex 

situations 
where uncertainty reigns, multiple values 
converge, and the information available is 

inadequate to project meaningful consequences 
for various courses of action.

Many of the complexities inherent in managing intelligent systems can not be adequately met 
by scientific innovation, existing ethical constraints, or weak regulations forged by legislatures 

under the capture of the AI oligopoly.
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PHYSICAL & DIGITAL GENAI AVATARS
with Diana Mocanu | George Bogateanu | Stefano Dafarra | Radu Uszkai | Mihaela Constantinescu

Can we delegate a bit of legitimation to 
AVATARS?

• accounts of Al agency in legal 
literature rely on "sense-think-act 
paradigm“ +" intentional stance"

➢ THERE IS A SPECTRUM OF AGENCY 
(liberal agency)

• actor-network theory (Latour)

ARTIFICIAL LEGAL AGENCY FOR SOCIAL ROBOTS VS. 
GENAI AVATARS

What happens when the virtual 
world & the real world come 

together?
• avatars in gaming
• learning for the real world?

THE ETHICS OF HUMAN-ROBOTIC AVATARS INTERACTION. - 
INSIGHTS FROM GAMING 

Diana Mocanu 

Radu 
Uszkai 



GenAI avatars question our 
understanding of agency

• moral responsibility with causation / 
freedom / knowledge deliberation

• ascribing a degree-based agency to 
avatars & avatar controllers

➢ RESPONSIBILITY & PROXIMITY GAPS 
AHEAD!!

THE USE OF AVATARS IN MEDICINE: OPTIMISING BIOLOGICAL MODELS 
WITH PERSONAL HEALTH DATA

Mihaela Constantinescu

MORAL RESPONSIBILITY AND GENAI AVATARS 

HUMANOID AVATAR SYSTEMS & THEIR IMPACT ON HRI 
• humanoid iCub3

➢ with locomotion & facial expressions
➢ immersive sensory feedback concerning visual, 

auditory, haptic, weight, touch modalities
• iFeel

➢ custom-made wearable technologies for motion 
& force tracking

❖ Through real-world examples, we'll unveil the practical 
applications of avatar systems, from remote 
collaborations to live engagements at prominent 
events.

NEW FORM OF AGENCY 

EMERGING 

Stefano 
Dafarra



W H O  D O  W E  B E C O M E  
W H E N  W E  T A L K  T O  M A C H I N E S ?

SHERRY TURKLE paper read by Sarp Gurakan
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BUT

no stakes: no pain

PRETEND EMPATHY

signals the presence of another but there is no other

We condemn social media while embracing generative AI 
companions.



I N T E R L O C U T O R S :  K E R S T I N  F I S C H E R  &  B E R T R A M  M A L L E

SHERRY TURKLE

IT IS HARD TO ANTICIPATE FOR WHAT WE NEED REGULATIONS

• don’t overrate conversations

• machines as practice partners, triggering an openness to talk

• there are other things to do than deep conversations

• do things together / shared experience

• you can get a glimpse through messengers …

• use tools to facilitate skills 

EMBODIMENT MATTERS
• bodies create a sense of presence
• embodied beings have to be 'dealt with‘ 
• evoke a double reality, combining aspects of both 

artefact & depicted character
• robot bodies are constant reminders of the depicted 

nature of the social being, comprising depictive, 
supportive, external and imagined features

ROBOTS ARE LESS DANGEROUS TECHNOLOGIES THAN 
DISEMBODIED TECHNOLOGIES LIKE SOCIAL MEDIA, CHATBOTS, 

ETC.
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MAY AI BE WITH YOU  
AGENCY & AUTOMATION IN THE AGE OF ALGORITHMIC MODERNITY

ANTHONY ELLIOT 

• all countries wrote reports / strategies which are surprisingly similar

• spending huge amounts of money on AI

THEORY OF ALGORITHMIC MODERNITY
Circa 2016
•AlphaGo defeats Go Champion

•AlphaGo Zero defeats AlphaGo

•100-0 China announces US$5 billion AI investment

3 HARD TRUTH

I. institutional changes

II. mental health risks

III. diminished agency 

We need a more 
advanced adult 

debate!!
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HOW SOCIAL ROBOTS MAY EVOLVE FROM QUASI-SOCIAL INTERACTION PARTNERS TO ASYMMETRIC JOINT 
ACTION PARTNERS 

ANNA STRASSER

MOVING FROM THE TWO-DIMENSIONAL SPACE TO THE THREE-DIMENSIONAL SPACE

IN-
DISTINGUISH-

ABILITY

• so far we can easily distinguish 
humans from robots

EMBODIMENT
• cause changes in our 

physical world

SHARING

WORLD

MODELS
• ?

But they may play a role in 
our world of language games.

increasing 
INDISTINGUISHABILITY

between machine-
generated & 

human-created 
text



”TEAM MODE” IN HUMAN-ROBOTS COLLABORATION 
AS AN AMPLIFIER OF PROBLEMS WITH ATTRIBUTION OF RESPONSIBILITY 

KAMIL MAMAK 

IF ROBOTS WERE TEAM MEMBERS WHO INITIATED OR STRENGTHENED

WRONGFUL DECISIONS

→

”TEAM MODE” AS AN AMPLIFIER OF THE BLURRING RESPONSIBILITY

BUT 
robots can neither bear responsibility, nor be participants in shared responsibility

(Hakli & Mäkelä 2019)

work-in-progress with Hakli & Mäkelä:
• sometimes, the fact of collaboration can decrease the degree of guilt of the human collaborator

COLLECTIVE AGENT, WHICH IS 
TO BE HELD RESPONSIBLE 
(Gunkel 2020; Nyholm 2018)



ASSIGNING SOCIAL ROLES TO ROBOTS IN MENTAL HEALTHCARE

TUOMAS VESTERINEN

CONSEQUENCES OF CONCEPTUALIZING ROBOTS AS BEING ABLE TO TAKE OVER SOCIAL

ROLES IN MENTAL HEALTHCARE ORGANIZATIONS

→ how interactions with social robots can reshape the dynamics & obligations 
between clinicians & patients in healthcare groups



HOW TO WIN FRIENDS & INFLUENCE PEOPLE 
AS A SOCIAL CYBORG

OLLI NIINIVAARA

RISKS 
• new twist to the ethics of 

manipulation
• unfairness for those who cannot 

afford or refuse to extend 
themselves with artificial social 
intelligence devices?

SOCIAL ROBOTS ENRICHED WITH SOCIAL INTELLIGENCE COULD HELP

PEOPLE TO BE SOCIALLY MORE INTELLIGENT

→ combine the best parts of a social robot and a human being into a social cyborg to augment the 
social intelligence of its host organism

→ social cyborg = a new technological concept
• similar to social robots, AI-mediated communication, cognitive AI extenders, and artificial 

moral advisors
→ to enhance strategic communication in group negotiation settings 



PROTO-MORAL MACHINES & VALUE-SENSITIVE DESIGN 
OF SOCIO-TECHNICAL SYSTEMS

TOMI KOKKONEN

• enabling participation in certain forms of social interaction

simple robot’s function 
→ value-sensitive design (VSD)

robots with higher degree of autonomy & 
flexibility in behavior

→ problem of moral decision-making emerges

IN BETWEEN SIMPLE FUNCTIONS & 

ARTIFICIAL MORALITY

MINIMIZE ETHICAL RISKS WHEN AUTONOMOUS ROBOTS 

ARE DEPLOYED IN COMPLEX SOCIAL CONTEXTS

→ COMBINE THE PROTO-MORALITY APPROACH & VSD, WITH 

A FOCUS ON THE FORMS OF SOCIAL INTERACTION WITHIN 

THE GROUP’S FUNCTIONING



R E - E N V I S I O N I N G  E T H I C S :  
FROM MORAL MACHINE TO EXTENSIVE REGULATION

EMILY CROSS

MIND MEETS MACHINE – NEUROCOGNITIVE PERSPECTIVES ON HUMAN-ROBOT INTERACTION
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A I  A S  T H E  S U B J E C T  O F  R I G H T S :  

ANALYSIS FROM AN ARENDTIAN PERSPECTIVE 

Aybike TUNÇ
Ankara Hacı Bayram Veli University, Turkey 

LEGAL SUBJECTIVITY IS NOT SOLELY TIED TO TRAITS LIKE SENTIENCE 
OR CONSCIOUSNESS 

• despite being unconscious, newborns have legal rights
• sentient beings like chimps have no legal rights 

• → legal subjectivity of AI, like other non-human entities, depends on people 
including AI systems in their network of relationships. 

Without such acceptance, legal rights for AI will remain elusive, regardless of the consciousness of AI.



H U M A N O I D  R O B O T S  S H O U L D  H A V E  M O R E  R I G H T S  
T H A N  R O B O D O G S

Kamil Mamak, 
Jagiellonian University, Poland

❖ We could mistake human-like robots with humans.
❖ Human-robot interactions might impact human-human interactions.

❖ Human-like robots might be parties of human relationships.

epistemological limitations – Danaher’s ethical behaviorism
appearance & distinguishability

transfer to HHI
friendship with humanoid robots 



A P P L Y I N G  T H E  H U M A N  R I G H T S
A P P R O A C H  T O  R O B O T S :

P O S S I B I L I T I E S  &  C H A L L E N G E S

Kęstutis Mosakas
Vytautas Magnus University, Lithuania

underlying assumptions 

1) foundational assumptions underpinning human rights; 
2) implications of these assumptions for future robots; 
3) main practical challenges associated with recognizing robots as bearers of 

human rights

OTHERS

artificial entities might evolve into 

“suprapersons” endowed with even 

stronger rights than those of humans

Skeptics 

contest the idea that robots 

could possess moral status & 

rights



P R A G M A T I S M  A N D  R O B O T  R I G H T S :  
A  P R A C T I C A L  E X P L O R A T I O N

Autumn Edwards
Western Michigan University, USA 

AMERICAN PRAGMATISM BRIDGING 
THEORY AND PRACTICE

• pragmatism's commitment to resolving seemingly 
interminable philosophical dilemmas 

• with an unapologetic drive for AMELIORATION

• broad points of convergence 
• pluralism, nondualism, an emphasis on the 

materiality of language, relationality, and 
meliorism

• → establish links to the “relational turn,” 
underscoring the importance of relational 
entanglement and social context to 
considerations of robot rights. 

• conflation of truth with goodness, blurring 
the lines between 'ought' and 'is'



David Gunkel



AI do not understand the world as we do

AI‘S CHALLENGE TO UNDERSTANDING THE WORD

MELANIE MITCHELL
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QUESTIONS

SELMAR BRINGSJORD
ROBIN ZEBROWSKI



Robots in Healthcare – 
Interdisciplinary Co-Design and Technoethics Education

Carme Torras

EDUCATION

PRACTISE ETHIC
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https://cas.au.dk/en/robophilosophy/conferences/rpc2024/program/carme-torras-robots-in-healthcare-interdisciplinary-co-design-and-technoethics-education


AI Avatars and the Future Society

Hiroshi Ishiguro
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https://cas.au.dk/en/robophilosophy/conferences/rpc2024/program/hiroshi-ishiguro-ai-avatars-and-the-future-society




QUESTIONS





Final Dialogue
Panelists:  David Gunkel, Alan Winfield, Kerstin Fischer, Raja Chatila, Shannon Vallor, 

Johanna Seibt, Bertram Malle

Thank 

you all!CHECK OUT the memory 

slices

https://www.denkwerkstatt.

berlin/ANNA-

STRASSER/MEMORY-

SLICES/
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