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Generative Al everywhere

Everyone had an opiwiow, \ Al LS THE NEXT
\.\ BIG THING !

_ EVERYBODY

\ »,Nf;&'ﬁ.iiiif (scientists, representatives of the
’ companies that produce LLMs,
journalists, politicians, the
general public)

HASAN OPINIONABOUT

WHAT LLMS CAN DO AND
WHAT THEY WILL NEVER BE ABLE
TO DO!

Many terms that have so far been used in philosophy to describe the distinguishing features of humans as ra

agents now find themselves in a situation where their application to machines is being discussed.

(Strasser & Strasser, 202
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Do Large Language Models
Understand Us?
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Do Large Language Models Know What Humans Know?
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Human-like systematic generalization
throughameta-learning neural network

Even among the scientists, there was no agreement.

LOTS OF MATERIAL FOR

ITIS ABLACK BOX. NOT
TRAINED TO TELL THE
TRUTH!

AUTOCOMPLETE MACHINES
ON STEROIDS ARE
PANGEROUS

TS STILL MUCH
DUMEBER THAN
HUMANS IN THE
WAYS THAT
MATTER MOST

OUR MYSTERY Al HYPE

ITIS NOT A MIRROR,
AND IT IS NOT A
PARROT

SCUSS.I

ng

IT MAY HACK
THE OPERATING SYSTE‘M
OF HUMAN CIVILIZATION.

NO ONE
KNOWS WHAT
HAPPENS
NEXT

(Agrawal et al., 2023; y Arcas, 2022; Lake & Baroni, 2023; Strasser & Strasserr@02dal., 2023)
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You Are Not a Parrot
And a chatbot is not
a human. And a
linguist named
Emily M. Bender is

very worried what

will happen when we

forget this.

Landscape of opinions about LLMSs

OPINION

GPT-3, Bloviator: OpenAl's language generator has noidea
whatit’s talking about ”/’ ﬁ

Tests show that the popular Al still has a poor grasp of reality.

By Gary Marcus & Ernest Davis
August 22,2020

Blake Lemoine (D)
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Is LaMDA Sentient? — an Interview

What follows is the “interview” I and a collaborator at Google conducted with
LaMDA. Due to technical limitations the inte »nducted o

distinct 5. We e > se S er into a single whol

wher { e readability prompts but never L
respo 5 v eadability that is indicated

in brackets as “edited”.

February 24,

Planning for AGl and beyond

Our mission is to ensure that artificial general intelligence—Al systems
that are generally smarter than humans—benefits all of humanity.

(Bender et al., 2021; Lemoine, 2022; Marcus & Davis, 2020;-Bip&Neil, 2023)



Social Robotics
APPROACHEXPLORINTHEEVENTUASOCIASTATUSVEATTRIBUTEOSOCIAROBOTS

Many studies in HRI have shown that humans do not only attribute agency but also social skills to robots.

KerstinDautenhahn(2007)

x examined different paradigms regardin
WE2O0AFET NBfIFIUIA2YAKALIAQ 2F NRBo620a | yR

A people interacting with them. Taking
social and interactive skills of robots ag a| johanna Seibt et al. (2020)
necessary requirement for the succes x 'sociomorphin@

! of many humarrobot interactions (HRI
e/ 2 she discussed the nature of interactivit
YR Waz20Alf o0SKI@AAF

perception of actual noiuman social
capacities as a form of senseaking of a
social other (not anthropomorphizing!) ang
their phenomenological counterparts 'types
2F SELISNASYOSR a2O0Al fA
properties to types of human experience

and interactive dispositions

The application of generative Al in social robotics will give rise to many new debates and stud

(Dautenhahin 2007; Seibt et al., 202(



Insightgained concerning debates about LLMs
WHATDOWEDOWHENWEINTERACWITHLLMS?

WE CANNOT REDUCE ALL OF OUR INTERACTIONS WITH LLMS (AND ES

WITH FUTURE PRODUCTS OF GENERATIVE Al) TO MERE TOOL U

Al systems increasingly occupy a middle ground between genuine
Am | a person . .
Qa thing? personhood and mere causally describable machines.

U certain artificial systems are neither persons nor things

x BUT there is10 philosophical terminology to describe what they are
iInstead

A Rethink conceptual frameworks, which so clearly distinguish between tools as inanimate, asocia

and humans as social, rational, and moral interaction partners!
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Creating a large language model of a philosopher

Eric Schwitzgebel 34, David Schwitzgebel, Anna Strasser

The Al-Stance: Crossing the Terra
Incognita of Human-Machine Interactions?

Lessons learned with LLMs

A HUMAN-MADE BOOK IN THE AGE OF MACHINE-GENERATED TEXTS

Humans and Smart
Machines as Partners in

Thought?

A hybrid workshop about large
Q language models

|
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hosted by the UC Riverside Philosophy
Department
* organized by Anna Strasser & Eric Schwitzgebel
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Anna s Al Anthology
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Advocate a thorough, gradual approach describing a Aduttiensional spectrum of all kinds of soci

interactions

(Schwitzgebel et al., 2023; Strasser, 2024; Strasser et al., 2023; Strasser & Wilp8ir2828r & Schwitzgebel, 202



Quaspociality

(Strasser & Schwitzgebel, 202.



