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Generative AI everywhere

EVERYBODY

(scientists, representatives of the 
companies that produce LLMs, 

journalists, politicians, the 
general public) 

HASANOPINIONABOUT

WHAT LLMS CAN DO AND 
WHAT THEY WILL NEVER BE ABLE 

TO DO!

Many terms that have so far been used in philosophy to describe the distinguishing features of humans as rational 
agents now find themselves in a situation where their application to machines is being discussed.

(Strasser & Strasser, 2024)

Artist: Moritz Strasser



Scientists discussing ¦
KNOWLEDGE| UNDERSTANDING| SYSTEMATICGENERALIZATIONΧ

(Agrawal et al., 2023; y Arcas, 2022; Lake & Baroni, 2023; Strasser & Strasser, 2024; Trott et al., 2023)

Artist: Moritz Strasser



Landscape of opinions about LLMs

(Bender et al., 2021; Lemoine, 2022; Marcus & Davis, 2020; Open-AI; Weil, 2023)



Social Robotics
APPROACHESEXPLORINGTHEEVENTUALSOCIALSTATUSWEATTRIBUTETOSOCIALROBOTS

Many studies in HRI have shown that humans do not only attribute agency but also social skills to robots. 

The application of generative AI in social robotics will give rise to many new debates and studies. 

(Dautenhahn, 2007; Seibt et al., 2020) 

Kerstin Dautenhahn(2007) 
× examined different paradigms regarding 
ΨǎƻŎƛŀƭ ǊŜƭŀǘƛƻƴǎƘƛǇǎΩ ƻŦ Ǌƻōƻǘǎ ŀƴŘ 
people interacting with them. Taking 
social and interactive skills of robots as a 
necessary requirement for the success 
of many human-robot interactions (HRIs) 
she discussed the nature of interactivity 
ŀƴŘ ΨǎƻŎƛŀƭ ōŜƘŀǾƛƻǊΩΦ 

Johanna Seibt et al. (2020)
× 'sociomorphingΩ 

perception of actual non-human social 
capacities as a form of sense-making of a 
social other (not anthropomorphizing!) and 
their phenomenological counterparts 'types 
ƻŦ ŜȄǇŜǊƛŜƴŎŜŘ ǎƻŎƛŀƭƛǘȅΩ ǘƻ ǊŜƭŀǘŜ ǊƻōƻǘƛŎ 
properties to types of human experiences 
and interactive dispositions



InsightsI gained concerning debates about LLMs
WHATDOWEDOWHENWEINTERACTWITHLLMS?

AI systems increasingly occupy a middle ground between genuine 
personhood and mere causally describable machines.

ü certain artificial systems are neither persons nor things

× BUT there is no philosophical terminology to describe what they are 
instead

WE CANNOT REDUCE ALL OF OUR INTERACTIONS WITH LLMS (AND ESPECIALLY 

WITH FUTURE PRODUCTS OF GENERATIVE AI) TO MERE TOOL USE

ĄRethink conceptual frameworks, which so clearly distinguish between tools as inanimate, asocial things 
and humans as social, rational, and moral interaction partners!



Lessons learned with LLMs 

Advocate a thorough, gradual approach describing a multi-dimensional spectrum of all kinds of social 
interactions

(Schwitzgebel et al., 2023; Strasser, 2024; Strasser et al., 2023; Strasser & Wilby, 2023; Strasser & Schwitzgebel, 2024 )



Quasi-sociality

INTERACTIONSWITHLLMS, OROTHERRECENTANDEMERGINGAI SYSTEMS, 
ARE, ORCANBE, QUASI-SOCIAL

�‡ ŘǊŀǿƛƴƎ ƻƴ ǘƘŜ ƘǳƳŀƴ ŀƎŜƴǘΩǎ ǎƻŎƛŀƭ ǎƪƛƭƭǎ ŀƴŘ ŀǘǘǊƛōǳǘƛƻƴǎΣ ǘƘŀǘ ƛǎƴΩǘ Ƨǳǎǘ ŜƴǘƛǊŜƭȅ ŦƛŎǘƛƻƴŀƭ ƻǊ 
pointless

�‡ machine partner can be an entity that rightly draws social reactions and attributions in virtue of 
having features that make such reactions and attributions more than just metaphorically apt

(Strasser & Schwitzgebel, 2024 )


