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INTRODUCTION
CAN WE MAKE FRIENDS WITH ARTIFICIAL SYSTEMS THAT ARE SIMPLY CONSISTING OF ALGORITHMS & DATA?

Is this deeply unsettling?

IF interactions with 
software 

would be the most 
meaningful and 
important social 

interactions one has.

• 2018 
Akihiko Kondo married his 
beloved waifu, a hologram

• 2022 
Blake Lemoine claimed that Lambda 
had consciousness & sentience

• 2023 
Replika users feel like 
losing their best friend 
after an update

(Cole, 2023; Dooley & Ueno, 2022; Lemoine, 2022) 



Controversial debate 
ATTRIBUTION OF KNOWLEDGE | UNDERSTANDING | SYSTEMATIC GENERALIZATION …

(Agrawal et al., 2023; y Arcas, 2022; Lake & Baroni, 2023; Strasser & Strasser, 2024; Trott et al., 2023)

Many terms that have so far been used in philosophy to describe the distinguishing features of humans as rational 
agents now find themselves in a situation where their application to machines is being discussed.

(Bender et al., 2021; Open-AI, n.d ; Heaven, 2020; Marcus & Davis, 2020; Weil, 2023)



My question & main claim
WHAT ARE WE DOING WHEN WE INTERACT WITH LLMS?

• Is an LLM or a robot developed with generative AI technology 
a person or a thing? à neither nor 

BUT so far we have no philosophical terminology 
to describe what it is instead!

WE CAN NOT REDUCE ALL OF OUR INTERACTIONS WITH LLMS (AND ESPECIALLY 

WITH FUTURE PRODUCTS OF GENERATIVE AI) TO MERE TOOL USE

à rethink our conceptual framework, which so clearly distinguishes between tools as inanimate things 
and humans as social, rational, and moral interaction partners

NOT quite right to say that our interactions with 

large language models are properly asocial
NOT quite right to say that our interactions with 

large language models are properly social 

v AI systems increasingly occupy in HMIs a middle ground between genuine personhood & mere causally describable machines

(Strasser & Schwitzgebel 2024)



THE INBETWEEN
WHAT DO WE DO WHEN WE INTERACT WITH LLMS?

Are we playing with an interesting tool?  
Are we talking to ourselves, in some strange way?  

mere tool-use full-blown social 
interaction 

IN-BETWEEN PHENOMENA 
neither ordinary concepts nor 

standard philosophical theorizing 
have prepared us well to think about 

them

Or do we, when chatting with machines, in some 
sense, act jointly with a collaborator?

expand concept of tool-use 
(add complex tools with social 

features) 

expand conception of social 
interactions 

(add non-living social agents)

add a third 
category

Search for a gradual conceptual framework
(question the dichotomy) 

1 2

3



Emphasize the differences between 
humans & machines 

• LLMs are in their causal genesis functionally 
(neurobiologically & cognitively) absolutely 
dissimilar to an intelligent, sentient human being

BUT
difficult to argue for potential multiple realizations 
of socio-cognitive capacities that are normally only 
ascribed to living agents

1
Argue for similarities between 

humans & machines 

• In immediate interactions, the AI seems 
functionally (i.e., conversationally) similar 
to an intelligent, sentient human being 
(Lemoine, 2022)

BUT
wrongly overemphasize similarities between 
humans and machines 

2

The problem of conceptualizing the INBETWEEN does not disappear 
if we introduce another category. 

Ø If we establish a conceptual framework that contains three categories, 
we will then have two in-betweens that we cannot conceptualize

3

All routes are full of construction sides!
…, I invite you to join me to find a way through the jungle of the Terra Incognita.



Motivations (I)
PHILOSOPHY POSES TOO DEMANDING CONDITIONS

Ø capture phenomena one finds in developmental
psychology, animal cognition, and AI

abilities of children, non-human animals , and artificial 
systems fall through the conceptual net 

too demanding conditions 

Ø describing ideal cases that are rarely 
found in everyday life

thinking about how to conceptualize the INBETWEEN by discussing notions like 

• quasi-social versus full-fledged social
• minimal agency versus full-fledged agency 
• asymmetric quasi-social joint actions versus full-fledged joint actions

(Strasser, 2006, 2008)

sophisticated terminology of philosophy prevents us from 
grasping the in-between

à conceptual frameworks that can distinguish more finely-
grained instances across a wider spectrum



Motivations (II)
QUESTIONING THE DICHOTOMY BETWEEN ANIMATE AND INANIMATE

Western conception is
just one conception of many

shintoism & animism

global rights-of-nature movement 

rivers in India & New Zealand, & Canada 
were granted legal personhood

• legal steps linking Western & Indigenous 
worldviews

• first step towards promoting a kinship-
oriented worldview (Salmón, 2000)

notion of a social agent has 
proven to be changeable 

e.g. status of women, children, other 
ethnicities, non-human animals 

(Gunkel, 2023; Jensen & Blok, 2013; Robertson, 2014, 2017 | O’Donnell & Talbot-Jones, 2017; Bunten et al., 2021)
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artificially constructed 
dichotomies legal personhood 

for non-living entities

scope of sociality 
can be expanded



Motivations (III)
QUESTIONING THE DICHOTOMY BETWEEN ANIMATE AND INANIMATE

Similarities with human-human interactions

• artificial systems are used in experimental designs of social 
neuroscience

• interactions with avatars are comparable to interactions among 
humans

à study avatars as a way of understanding people 
(Scarborough & Bailenson, 2014)

If interactions with artificial systems would not have any similarities with human-human interactions, we could not 
use them to explore human behavior. 
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Motivations from an ethical perspective
QUESTIONING THE DICHOTOMY BETWEEN ANIMATE AND INANIMATE

IF ARTIFICIAL SYSTEMS ARE MERE TOOLS THEN

1. question previously justified justifications for HMI 
in which the human interaction partners were excused
• because artificial systems are exempt

2. live with many responsibility gaps
• because humans are excused & artificial systems are exempt

3. difficulties in arguing for social norms guiding our behavior 
toward artificial systems 
• because artificial systems have no moral patiency

Hard-core instrumental view 
NON-LIVING THINGS CAN NEITHER HAVE MORAL AGENCY NOR MORAL PATIENCY 

(Strasser, 2020; Wilby & Strasser, 2024) 



Motivations from an ethical perspective
QUESTIONING THE DICHOTOMY BETWEEN ANIMATE AND INANIMATE

human
artificial 
systems

THIS MAY LEAD TO THE IDEA OF ARTIFICIAL LIFE

1. risk of prioritizing artificial agents over human beings 
2. difficulties in finding ways of dealing with the immoral 

actions of machines
• since putting them in prison is senseless! 

In expectation of AGI view 
CONSIDER CERTAIN ARTIFICIAL SYSTEMS AS MORAL PATIENTS OR EVEN AS MORAL AGENTS 

(Gunkel, 2020; Strasser, forthcoming)

less radical position 
• risk of over-attributing moral agency and patiency



Finding our way through the jungle
TOOL KIT ‘MINIMAL APPROACHES’ 

How to conceptualize phenomena in the field of developmental psychology & animal 
cognition that fall through the sophisticated conceptual net of philosophy

v questioning the necessity of far too demanding conditions 

v considering multiple realizations of capacities that seemed to be restricted to sophisticated adult humans

Stephen Butterfill & Ian Apperly (2013): minimal mindreading | John Michael et al. (2016): minimal sense of Commitment | Elisabeth Pacherie (2013): shared intention lite  
Anna Strasser (2006): minimal action 



The way through the jungle
QUESTIONING THE DICHOTOMY BETWEEN ANIMATE AND INANIMATE

à MID-WAY POINT BETWEEN 

rich, intellectualist 
views of shared agency 

sub-intentional interactions 
that amount to ‘mere 
behavior’ (tool use) 

human-machine interactions strike human 
contributors intuitively as cases of genuine 

shared agency

instrumental view 
artificial agents cannot be participants in 

joint actions

Hard-core instrumental view In expectation of AGI view 



Towards asymmetric joint actions

NO NECESSITY OF AN EQUAL DISTRIBUTION OF ABILITIES AMONG ALL PARTICIPANTS

DEVELOPMENTAL PSYCHOLOGY

• joint action of adults and children

• children = socially interacting 
beings

ARTIFICIAL INTELLIGENCE

• joint action of human beings & 
artificial systems

• artificial systems =?= socially 
interacting entities 

ADULT & CHILD
ROBOT & HUMAN
LLM & HUMAN

ASYMMETRIC JOINT ACTIONS



Inbetween mere tool-use and social interactions
TOWARDS ASYMMETRIC JOINT ACTIONS

ASYMMETRIC MINIMAL 
JOINT ACTIONS

MINIMAL AGENCY MINIMAL COORDINATION

anticipation: minimal mindreading

minimal sense of commitment

sharing a world model | exchanging social 
information



Conclusion

CONSIDER THE POSSIBILITY OF QUESTIONING THE DICHOTOMY BETWEEN ANIMATE AND INANIMATE ENTITIES

After all, we might be confronted with a new game.

THE MAIN AIM OF THIS TALK WAS TO PREPARE THE GROUNDS FOR QUESTIONING THE DICHOTOMY BETWEEN ANIMATE AND INANIMATE
ENTITIES, AS THIS IS AN IMPORTANT PRESUPPOSITION FOR DEVELOPING A CONCEPTUAL FRAMEWORK THAT CAN CAPTURE PHENOMENA

THAT I LOCATE IN THE INBETWEEN. 

IF I AM SUCCESSFUL WITH THIS, I CAN ARGUE FOR A GRADUAL APPROACH DESCRIBING ALL KINDS OF SOCIAL INTERACTIONS, AND FINALLY
ANSWER THE QUESTION OF WHAT WE ARE DOING WHEN WE INTERACT WITH LLMS— WHAT STATUS ARTIFICIAL SYSTEMS HAVE IN HMIS.

THEN WE CAN STOP REDUCING ALL OUR INTERACTIONS WITH ARTIFICIAL SYSTEMS (AND ESPECIALLY WITH FUTURE PRODUCTS OF
GENERATIVE AI) TO MERE TOOL USE.



A l l  t h i s  wou ld  not  have  been  poss ib le  i f  I  had  not  
i n teracted  w i th  peop le  &  mach ines

Thank you !

Mike 
Wilby

Mathew 
Crosby

Eric 
Schwitzgebel

Daniel 
Dennett

David 
Schwitzgebel

DigiDan
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